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RESEARCH EXPERIENCE

During my Ph.D. research, I have been trying to provide theoretical explanation of collective behaviors
and disentangle the inherent relationships between the a) networked dynamics, b) the communication
protocols, ¢) the topological features and d) the performance of multi-agent networks by using control
theory, matrix theory, graph theory, and frequency-domain analysis, etc.

1. The Effect of Sampling Control on Robustness of Consensus Networks

Interactions among agents are usually in the form of sampling data, but how sampling control affects
collective performance is rarely explicitly included in a rigorous analysis as far as we know. Thus,
We investigated the robustness of the continuous-time multi-agent consensus network and that of the
corresponding sampled-data network in the presence of external disturbances.

e For the continuous-time consensus network, we showed that robustness is determined by the eigen-
values of directed graph Laplacian.

e For the sampled-data consensus network, robustness also depends on the sampling period besides
the Laplacian spectrum.

e [t was proved that there exists a unique optimal sampling period. Moreover, the robustness
of the sampled-data multi-agent network is not better than that of the original continuous-time
multi-agent network.

e Numerical tests illustrated a trade-off between robustness and sampling cost.

2. Protocol Selection for Robust Consensus Networks

Absolute velocity protocol and relative velocity protocol are two classic second-order consensus protocols,
but how protocol structures affect robustness is still in the balance. Therefore, We investigated which
of the above protocols has better robustness.

e The analytic expressions of the robustness in terms of two protocols were derived.

e [t was shown that both the robustness are determined only by the minimum non-zero eigenvalues
of Laplacian matrices and the tunable gains of position-like and velocity-like states.

e A concise graph condition that is only related to Fiedler engenvalue is established to tell which
protocol has better robustness.
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e Our numerical tests exhibited an interesting correlation between network density and our graph
condition.

3. Scalable Consensus of Hierarchical Groups

Inspired by widespread dominance hierarchy, growth of group sizes, and feedback mechanisms in social
species, we explored the scalable second-order consensus of hierarchical groups, which provides novel
insights for hierarchical groups.

e Feedbacks (e.g., food resources, suitable habitats, and dangerous predators) occur from lower-

ranked individuals to higher-ranked ones, which are considered as extra reverse edges in directed
acyclic graphs (DAGs).

e It was proved that the absolute velocity protocol can obtain completely scalable second-order
consensus while the relative velocity protocols cannot.

e The result seems to explain why the local interaction rules for coordination behaviors are changed
when a small hierarchical group grows to a large-scale one.

e We designed a hierarchical structure, on which the completely scalable second-order consensus can
be always guaranteed.

4. Robustness and Scalability of Consensus Networks: the Role of Memory Information
Most consensus algorithms are constructed by using real-time information of agents, and once agents
update the local information, their previous states are forgotten. Thus, we proposed a memory-based
consensus protocol. Then, we revealed the effect of memory information on robustness and scalability
that has not been reported before.

e We surprisingly found that the memory-based protocol could produce manifold consensus be-
haviors. Furthermore, we built the quantitative relation between robustness, control parameters,
and the non-zero minimum and maximum Laplacian eigenvalues.

e The optimal control parameters were derived with respect to robustness and scalability, and it
is exciting that the optimal memory coefficient is invariant (i.e., 2/3) regardless of topological
structures.

e [t was proved that the memory information is able to simultaneously improve robustness and
scalability.

e We observed an interesting phenomenon that robustness and scalability are positively correlated.
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